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User space congestion control
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Binary framing
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METHODOLOGY

ARE YOU WATCHING CLOSELY?
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METHODOLOGY
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METHODOLOG

Verify results
QUIC | Custom
: 1. Source code : :
Interop runt oquic client
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DON’T MAKE THAT BUFFER SUFFER




FLOW CONTROL
TC P Single connection-level buffer

>0 2 Increase
5P o RECEIVEWINDOW often
Quic ; ;Z:)nnectlion-llT.ve.ltlimit Seng_irr';il-
f§3 . Stream-level limits can
2020 3. Stream count limit




3 MAIN FC APPROACHES
1. static: 5000 received, you get 5000 more

2. dynamic: 5000 received, you get more
3. autotune: fluctuate based on RTT/application behavior ;35
OPO
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FLOW CONTROL

Flow control approach
static 8/12 I

growing 3/12 L
autotune 1/12 -

“We have not yet spent time fine-tuning or testing Flow Control”

#




Data (bytes)
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THE SPICE MUST FLOW




STREAM BANDWIDTH DISTRIBUTION

Stream 1 - 2222722727277
Stream 2 - just 1 QUIC connection

g




STREAM BANDWIDTH DISTRIBUTION

Sequential

Stream 1

OR

Stream 2

Round-Robin
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VARIETY IS THE SPICE OF LIFE

Round-Robin m

The weird ones
in the middle

Sequential
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VARIETY IS THE SPICE OF LIFE

- Server Push
HTTP/3 - Header Compression

INVITAT ONAL - Prioritization
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QUIC MULTIPLEXING

Multiplexer _______ Adoption_

Round-Robin 9/13

.
Sequential 4/13 -

(experimental) HTTP/3 prioritization 5/18 -

“waiting for HTTP/3 prioritization to fine-tune”
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RETRANSMISSION SCHEDULING
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RETRANSMISSION SCHEDULING
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RETRANSMISSION SCHEDULING

1. No special treatment

2. Highest priority, default scheduler
3. Highest priority, different scheduler
4. (HTTP/3) Prioritization-driven

Example for nr. 3:
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RETRANSMISSION SCHEDULING

Retransmission approach Adoption

1. All data is equal 2/13
2. TCP-alike 9/13
3. TCP-alike, change scheduler 1/13
4. Prioritization-driven 1/13

“Unclear which performs best/if it matters”

#



CONGESTION

CONTROL

THE NEED FOR SPEED
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C 0 N G ESTI 0 N C O NTR O L (MOST INACCURATE TIMELINE EVER)

TAHOE (NEW) RENO (CU)BIC BBR congestion
TCP # response
SPo congestion/loss

detection

SACK ECN TAIL LOSS PROBE RACK

NEW RENO congestion

QUIC —M response
2020 —» congestion/loss

ALL THE GOOD STUFF detection



CONGESTION CONTROL

Congestion controller Adoption

New Reno & 9/15 -
CUBIC 6/15 -
- (with hystart) -2 4/6 -
BBR v1 4/15 -
BBR v2, COPA, ... 3/15 L

“Often too complex to implement a new one”

#



CONGESTION CONTROL

congestion := congestion.NewCubicSender( -
congestion.DefaultClock{},

rttStats,

true, // use Reno —

tracer, SNEAKY SNEAKY
)

#



THE DEVIL IS IN THE DETAILS

12-15 kB & 11/14 I
40+ kB 3/14 .
smart tweaking 2/14 N

“We just looked at what Google was doing”

8/15 -

7/15 I

“Complex to get right” -




THE DEVIL IS IN THE DETAILS

2 D 2/12 [
1-38 10/12 [
ACK frequency extension  4/12 -

“Read from socket in large batches, ACK per batch”
“Lower ACK frequencies are better on constrained networks”

#



OFF-BY-ONE ERRORS ARE THE BEST
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ROUND TRIPS ARE THE WORST

TCP & QuiC
2U 2 LEAGUE
OPO 2020
1. SYN/ACK 1. QUIC+ TLS
2. TLS 2. HTTP
3. (TLS)
4. HTTP 1. QUIC + TLS + HTTP

#



SOCCER HAS OFFSIDE, QUIC HAS O-RTT

1. Needs to be encrypted

2. Runs over IP + UDP

3. Transports HTTP

- Only from second
connection (session ticket)

- Send max as much as
received

- Only idempotent requests



MAKING 0-RTT BETTER
1-RTT

client server

AR Session ticket enables O-RTT
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MAKING 0-RTT BETTER
1-RTT 0-RTT

client seryer client server

Server can only
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MAKING 0-RTT BETTER

O-RTT
1-RTT O-RTT with padding
client server client server client server
——Hang, i
Shake_, N - Client sends
dshage-"" —
ran more, server
"'--.fﬁu
Mreq can send
Rﬂ;fﬁ;g more




MAKING 0-RTT BETTER
1-RTT

client

Address
validation
token

Iener

time

O-RTT

client SEerver
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THE OPTIMIZATION
FORMERLY KNOWN AS CRUCIAL

Yes & 13/18 I
No 5/18 -

“TLS library doesn’t support it yet”

Optimizations Adoption

Extra PADDING 0/9 '

NEW_TOKEN & 7/13 I
Amplification bugs 4/9 -




SET THE LASERS TO AMPLIFICATION

1. Ignore limit, have a 46kB init cwnd
= amplification

2. Do not apply limit to retransmissions of 0-RTT data
= amplification

3. Do not apply congestion control to 0-RTT data



PACKETIZATION

EFFICIENCY

THINKING OUTSIDE OF THE BOX




FRAMECEPTION

QUIC packets .

v

Packet

header -



FRAMECEPTION

Packet
payload

AVIE packers _

v

Packet
header



FRAMECEPTION

Packet
payload
Packet AEAD

header tag



FRAMECEPTION

Frame
header

Frame
QUIC frames
payload

QUIC packets




FRAMECEPTION

“look at the

‘ frame header of the
HEADERS frame...”

HTTP/3 frames

QUIC frames

QUIC packets



FRAMECEPTION

“useful” bytes

HTTP/3 frames

ALL efficiency

ALL the bytes

QUIC frames

QUIC packets




FRAMECEPTION

not exactly not exactly
efficient efficient

t t

erress| (LT
Quic frames | (il  {{i] |
QUIC packets
10,000 11,000 12,000 13,000
efficient efficient

#



EFFICIENCY
Worst-case efficiency __ Stacks __

95%+ 1/8
90%-95% 5/8
83%-90% 2/8

“Haven’t optimized this part yet”

HTTP/3 DATA frame size  |Stacks

> 1MB 6/13 .
100kB — 1MB 2/13 -
< 100kB 5/13 -

“We just use the full send buffer, driven by the cwnd” -



PACKET SIZE

Bigger packets = more payload = less overhead

QUIC minimum packet size = 1200 bytes
Networks typically support larger, e.g., 1500 bytes

Needs to be discovered by
- PMTUD
- DPLPMTUD

#



PACKET SIZE
Packet size discovery ___|Stacks ___

None 11/14 -
Naive (1x 1450+ byte) 3/14 L
Actual DPLPMTUD & 0/14 .

“Useful, but not a priority”

“I can’t handle acronyms of more than 5 letters”

#



PUTTING IT ALL TOGETHER

Test: request 100 resources of 1000 bytes each

1000 bytes of resource #3

Full 1000 byte response #1 +- 200 bytejof resource #2

_H i

27,000 28,000 29,000 30,000



PUTTING IT ALL TOGETHER

HOL-blocked for 2 seconds

-<llIl_IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII#III'>-
First 200 bytes Final 800 bytes

v v

Stream IDs I EEEE EOEEE EEEE NN NN e EEEETCT N PEE N EF N R NR N AR NN
HTTP/3 | | ' |

QUIC frames \l | | I I I | l I "

QUIC packets

0 10,000 20,000 30,000 40,000 50000 60000 70,000 80,000 90,000 100,000 110,000 120,000
efficiency 91.31% Bytes received max receiving size client: 65527 max receiving size server: 1500

#



Flow Control
category (FC)

Multiplexing scheduler

Retransmission
approach (RA)

0 RTT approach (ZR)

DATA frame size

Worst case packetization
goodput efficiency

Dynamic packet
sizing (PMTUD)

Acknowledgment
frequency (#packets)

Congestion Control (CC)
New Reno | Cubic | BBR
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WHAT ARE YOU SAYING EXACTLY?

Flow Control
category (FC)

Multiplexing scheduler

Retransmission
approach (RA)

0 RTT approach (ZR)

DATA frame size

Worst case packetization
goodput efficiency

Dynamic packet
sizing (PMTUD)
Acknowledgment
frequency (#packets)

Congestion Control (CC)
New Reno | Cubic | BBR




WHAT ARE YOU SAYING EXACTLY?

1. Test multiple implementations and compare results
2. Verify the implementation you use and its settings
3. IdeaIIy: do both (maybe our tools can make this easier)

Mature, but not mature enough for (most) performance testing



THE INDOMITABLE JORIS

First year PhD student

Mainly working on Video Streaming
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joris.herbots@uhasselt.be
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CONCLUSION

IT’S JUST A GAME




LOOK BEFORE YOU LEAP

1. QUIC is complex:
many knobs to turn, easy to make it slower/faster

2. QUIC and HTTP/3 implementations aren’t finished:
don’t trust, always verify

QUIC1I=QUIC2 !=QUIC3 I=QUICA4
test different implementations

3. You might want to look at our methodology

qlog] <qvis> o
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